
P-ISSN  2664-0422 Pakistan Social Sciences Review Jan-March  2025, Vol. 9, No. 1 

O-ISSN 2664-0430 https://doi.org/10.35484/pssr.2025(9-I)41     [519-531] 
 

 
RESEARCH PAPER 

Hybrid Warfare and the Global Threat of Data Surveillance: 
The Case for International Standards and Regulation 

 

1Hassan Rasheed Siddiqui and 2Maria Muniza*  
 

1. Aviation Law Expert& Policy Critic USA, &LLM University Of Bedfordshire, UK 
2. Resident Editor South Asia of KT Media Group, Islamabad, Pakistan 

*Corresponding Author: mariamuniza@gmail.com 

ABSTRACT 

This paper explores the growing threat of hybrid warfare, with a focus on the use of 
artificial intelligence (AI) and drone technology in modern conflict. Hybrid warfare, 
which integrates both traditional military tactics and advanced technologies like AI, 
drones, and data surveillance, poses significant risks to global security and national 
sovereignty. This study examines the implications of these technologies for national 
security, privacy, and ethics, using the  zhenhua Data information technologh, DJI & 
Autel Roboticscase as a key example. The research highlights the urgent need for 
international regulations and standards to govern the deployment of AI and drones in 
warfare, addressing emerging threats while safeguarding privacy. Through a qualitative 
methodology, including case study analysis, literature review, and expert interviews, the 
paper reveals the current lack of global regulatory frameworks and provides 
recommendations for stricter data protection laws, increased transparency, and global 
cooperation. The findings advocate for the creation of a unified, ethical framework to 
ensure the responsible use of AI and drones in the future. This research study 
recommended that Governments and international bodies must create binding 
standards for AI and drone use in warfare, focusing on privacy, surveillance, and ethical 
deployment. Stricter data protection laws should be enforced, ensuring transparency and 
consumer control. Independent oversight bodies must monitor these technologies for 
responsible use. Global cooperation is needed to develop international treaties that 
regulate their deployment. Public awareness campaigns are essential to educate citizens 
on the risks and benefits of AI and drones. 

KEYWORDS 
Drone Manufacturers, National security,  Cyber Security, Regulatory 
Measures 

Introduction 

In the last few decades, the term hybrid warfare has been introduced as an 
efficient measure used by countries in order to disrupt their enemies without getting 
involved in direct war. An important part of this strategy is hybrid warfare that can 
include various approaches such as cyber-attacks and economic coercion, psychological 
methods, and data surveillance. One of the main concerns within this scope is the use of 
data to observe and influence individuals as well as organizations, and government 
institutions. China through companies like Zhenhua Data, is another example of a 
surveillance campaign at a large scale that watches the actions not only of Chinese but 
also obtains information about others in various countries, especially officials and sectors 
vulnerable to threats  (Turner, & Zhao, 2023). 

This paper investigates the phenomenon of the Chinese Manufacturer’s data 
mining use represented by the  zhenhua Data information technologh, DJI & Autel 
Robotics case, and points out the worldwide implications of such hybrid warfare tactics. 
The US, which is also the victim of the surveillance, faces a great risk caused by the 
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technological advance of products like AI and drones, on account of their potential for 
exploitation. The main point of the research paper is that quickly international rules and 
standards are required to be enforced on hybrid warfare giving more focus on two 
themes- data surveillance and technological innovation (Anderson, & Singh, 2020). 

Drone technology evolves and is being applied across various fields, it gives rise 
to the key issues concerning privacy, safety, and regulatory standards. The current piece 
deals with three major factors which are very important if security and user friendliness 
are to be ensured in both governmental and civilian operations. Firstly, the issue of the 
need for more privacy protection is touched upon, which constitutes the major part of 
the work. In this section, the author discusses the reasons for existing discrepancies and 
the very rigidity of data collection, the encryption standards the cross-border regulatory 
harmonization. Second, it gauges the provision of all-inclusive norms for the 
manufacture of drones and it advocates for the installation of the security feature such as 
GPS-based no-fly zones, tamper-proof communication protocols, and black box 
installations in order to make the flight accountable. In a similar vein, the third point of 
the research deals with the security dimensions of foreign-made drones, centering 
particularly on potential backdoor access and the threats resulting from the country's 
sovereignty and cyberspace security. Noting a case study on the India-China Border 
tension in 2020 ,and China first time demonstrated its power through Chinese 
surveillance manufacturer took over the control of surveillance equipment made by 
Chinese manufacturer installed in India and leak the footage of Indian sensitive sites, 
now USA is in opinion to ban the Chinese drones  while the main argument is to the 
effect that there should be international regulations that require transparent and 
cybersecurity audits, the last point is an examination of the security side of foreign 
drones. This section also covers topics such that national data in a specific country is 
stored within that country only as enumerated in the aforementioned conflict (Solove, 
2020). 

Literature Review 

 Hybrid warfare is an evolving form of conflict that leverages a 
combination of traditional military means, cyber warfare, and emerging technologies. 
The literature on this topic focuses on several key themes: the integration of AI and 
drones in warfare, the use of data surveillance, and the national security implications of 
these technologies. 

The Rise of Hybrid Warfare and Data Surveillance: 

Frank Hoffman conceptualized hybrid warfare, a strategic blend of conventional 
military power with irregular tactics, including cyber operations, economic warfare, and 
the exploitation of societal divisions (Hoffman, 2007). China’s strategy integrates these 
elements with a heavy focus on information warfare and technological monitoring (Ross, 
& Zhang, 2019). 

China’s Hybrid Warfare Tactics 

With companies such as Zhenhua Data, China’s intensified use of data 
surveillance has become a grave part of its hybrid warfare strategy. Zhenhua Data, for 
instance, was discovered to be spying on more than 10,000 Indian persons, which 
includes politicians, journalists, and military staff. The data that is to be collected goes 
from monetary statements to various items of Surveillance devices. This espionage is not 



 
  
Pakistan Social Science Review (PSSR) 

 
January-March 2025, Vol. 9, No. 1 

 

521 

just for China, it is the conflict between the world’s most powerful nations and concerns 
arise about espionage, cyber-attacks, and the vanishing of privacy (Tolk, 2017). 

The Role of AI and Drones in Hybrid Warfare 

Changing the game, emerging tech like AI and drones are not anything close to 
the new because increasingly hybrid warfare keeps evolving. Drones are versatile 
enough to be employed for reconnaissance missions, intelligence gathering, and targeted 
attacks, while AI systems can pick up the corresponding necessary signals and patterns. 
Adopted together, such systems could be construed as an unprecedented level of control 
and supervision. The American weaknesses in these areas which are vulnerabilities in 
themselves lie at the heart of the problem. This in turn is why America poses an 
increasingly serious problem (Robinson, & Harris, 2022). 

Hybrid Warfare and Modern Threats 

Scholars such as Libicki (2007) and Arquilla (2011) emphasize that hybrid warfare 
involves the blending of conventional and unconventional methods, including 
cyberattacks, disinformation campaigns, and technological manipulation. The flexibility 
of hybrid warfare makes it particularly difficult for states to respond, as it often occurs 
below the threshold of traditional military conflict (Wang, & Zhou, 2021). 

Drones and Surveillance 

Drones have become a key tool in both military operations and civilian 
surveillance. According to studies by McKenna (2014), drones are often used for 
reconnaissance, targeted strikes, and surveillance, making them powerful assets in 
hybrid warfare. However, the widespread use of drones also introduces significant risks 
related to privacy violations, unauthorized surveillance, and the potential for misuse in 
espionage or warfare. 

Privacy and National Security 

The literature also highlights the tension between privacy and national security. 
Authors like Solove (2008) argue that the proliferation of surveillance technologies, 
including drones and AI, could infringe on citizens' right to privacy. However, scholars 
like Nye (2011) suggest that ensuring national security may necessitate certain 
compromises on privacy, particularly in the face of evolving hybrid threats (Wang, & 
Zhou, 2021).  

International Regulations and Standards 

The need for international standards to govern the use of AI and drones is another 
recurring theme. Götz (2020) advocates for the establishment of global treaties that 
regulate the deployment and use of autonomous weapons and surveillance technologies, 
stressing that such regulation is necessary to prevent the destabilization of international 
security. 

Material and Methods 

This study adopts a qualitative research approach, using a combination of case 
study analysis, literature review, and expert interviews. The research methodology is 
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designed to critically examine the implications of AI and drone technologies in hybrid 
warfare, as well as the ethical and security concerns surrounding their use.  

The following methods were employed: 

Case Study Analysis 

A primary case study of the  zhenhua Data information technologh, DJI & Autel 
Robotics incident was used to highlight the real-world application of hybrid warfare 
tactics through AI and surveillance technologies. This case serves as a key example of 
how data surveillance and technological manipulation can be used to destabilize nations 
and compromise security. 

Expert Interviews 

Interviews were conducted with experts in the fields of cybersecurity, military 
strategy, international law, and technology policy. These experts provided insights into 
the current challenges of hybrid warfare, the ethical considerations surrounding AI and 
drone technologies, and the potential solutions to mitigate these risks through regulatory 
measures. 

Data Collection and Analysis 

Qualitative data was collected through document analysis of government reports, 
legal frameworks, and policy recommendations. This data was analyzed using thematic 
coding to identify patterns and trends in the use of AI and drones in warfare, as well as 
the ethical implications for global security and privacy. 

Results and Discussion 

The findings of this research highlight several key issues regarding the role of AI 
and drones in hybrid warfare: 

Qualitative Data analysis (regarding document analysis, reports, and policies)  

Privacy Risks in Drone Operations 

The use of drones in the surveillance, data collection, and commercial sectors is 
exposing people's privacy to a noticeable level of danger. Drones with anionized high-
resolution cameras, GPS sensors, and sensors can at times infringe upon an individual's 
personal privacy, especially in city environments. This means that there are chances of 
the invading of privacy by drones when they recapture data without any consent or fly 
over private property with no enough protections that are safeguarded (Zhang, & Luo, 
2023). 

Current Privacy Regulations and Gaps 

While the FAA (Federal Aviation Administration) and EU Aviation Safety 
Agency (EASA) are some of the main regulatory bodies, which have made drones' 
guidelines a prerequisite, there is still a very unclear number of regulations that deal 
specifically with the issue of privacy. Some regulations are more about airspace safety 
than the unauthorized usage of the drone data. For example, the Remote Identification 
rule of the FAA mandates drones to broadcast identification information, yet it does not 
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ensure privacy for the individuals who might not have a clue that they are being 
shriveled (Williams, & Patel, 2021). 

The  zhenhua Data information technologh, DJI & Autel RoboticsCase 

The world learned of the awesome size of China’s data-harvesting campaign 
through the  zhenhua Data information technologh, DJI & Autel Roboticsleak in 2020. It 
was revealed that Zhenhua Data, a company of Chinese origin actively corresponding 
with the Chinese government, was in the process of collecting personal information 
about key figures from all around the planet-Now DJI & Autel Robotics pose 
unacceptable national security risks some of them being leading bureaucrats in India, the 
U.S., etc. The data that had been accumulated consisted of political orientations, 
connections from personal life, and private conversations which the Surveillance devices 
users had with their friends. This is a kind of surveillance wherein the implications are 
so serious, as China can become a global security perpetrator by dint of its capability to 
monitor and manipulate, the clicks of right-wing defeatist on policy-related issues will 
be higher if surveillance with economic policy is high (White, & Lee, 2022). 

Implications for the United States 

Even though the  zhenhua Data information technologh, DJI & Autel Robotics 
case was  about Indian precident , the repercussions for the U.S. are just as substantial. 
The U.S. government and private sector entities have been at the mercy of cyber-attacks, 
espionage, and data theft for a long time. With AI and drone technology developing at a 
high speed, state actors such as China can now collect, analyze, and make data an 
important tool of a threat. The U.S. must understand that nonobvious warfare is data-
driven and AI-intelligence-centric, and this is no longer just financial matter of the 
military (West, & Choi, 2020). 

The Role of Drones and AI in Surveillance 

Drones, with AI capabilities, can give the ability to the collection of the 
surveillance data in real-time which in the past was unimaginable. Drones are, thus, an 
essential part of hybrid warfare, as they enable the visualization of a wide area from the 
sky taking pictures of the land and the use of AI to analyze and interpret that information 
among other things. Chinese, along with the U.S., are the countries that are most likely 
to be attacked by the use of drones, as China and other countries are already integrating 
such technologies into their strategic arsenals (Perrin, & Tan, 2021). 

The Need for International Standards and Regulation 

The ongoing evolution of hybrid warfare tactics means that there is no single safe 
country in the world; all nations are susceptible to the secret operations of state actors 
using data mining, AI, and drones for surveillance. The U.S., thanks to its large tech 
sector and reliance on data-driven systems, is especially at risk of these activities. If China 
had breached security in third world countries such as India, then it would easily be able 
to get to such a global superpower like the U.S (Patel, & Jones, 2023). 

Proposing Standards for Manufacturers 

To mitigate the risks posed by hybrid warfare, particularly in the domains of 
drones and AI, international standards must evolve.  
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These standards should: 

Drones and AI system manufacturers got to adhere to strong data encryption 
protocols that make it difficult for unauthorized parties to snoop around and get the data. 
Therefore, states who are the members of the international society, should make sure that 
it is met by social, economic, and technological transformation as a minimum level of 
security to the people in the community of nations on all continents (MacDonald, & 
Wilson, 2022). 

The companies that are developing AI and drone technology need to be open 
about how it is collecting and analyzing data. In doing so, the basic premise that the 
surveillance of individuals is done by the evil human beings and they succeed in not 
being detected by the surveillance systems can be nullified by following proper 
guidelines which finally eliminates the human error-induced security incidents  (Martin, 
& Ellis, 2020). 

Ensure Compliance with International Laws and Ethics:  

The production of aviation level technology, especially in its military applications 
of AI and drones, becomes another critical point that could not miss the top list of 
concerns in militarization. Such requirements could take the form of requirements for 
provision of nondiscrimination in the use of these technologies, nonviolence, and respect 
for human rights as well the permissions from national governments. Most importantly, 
autonomous systems require full compliance with international humanitarian laws, 
besides being restricted and not infringing on international and national security (Lee, & 
Hart, 2021). 

Regulatory Oversight and Cooperation 

International organizations such as the International Telecommunication Union 
and United Nations are the best candidates for the assignment of the operation and 
adoption of technology such as drones and AI. These organizations are the ones that 
bring nation together to make common regulations and stop technology abuse for hybrid 
warfare  (McKenna, 2020). 

Addressing the U.S. Vulnerability 

As the U.S. heavily relies on technology, the rule must invest in cybersecurity and 
enhance its legislative framework to counter the increasing danger of data surveillance 
and hybrid warfare. Apart from this, the U.S. should be a supporter of stricter worldwide 
laws that stupefy countries such as China from weaponizing data to the detriment of 
democracies globally (Kuo, & Brown, 2019). 

Security Concerns with Foreign-Manufactured Drone 

The mounting presence of foreign-made drones in national airspace is an 
important national security hazard. Specially, drones from companies of nations with 
dubious cybersecurity practices might be at risk of remote control or data theft. The 
India-China case demonstrated how foreign surveillance gadgets bought could be 
exploited to oversee and manipulate security systems. More than that, during the 
conflict, a large number of CCTV hardware were manufacturers of Chinese companies 
installed in India, which made it possible for unauthorized access and raised the issue of 
espionage and the abuse of surveillance systems (O'Neill, & Wong, 2022). 
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Hacking of Drone Software and Privacy Risks in UAVs and Smart Vehicles 

The speedy rise of the drone tech and the intelligent systems, for example, 
Unmanned Aerial Vehicles (UAVs) and intelligent vehicles, has given birth to lots of 
cybersecurity challenges. Albeit those devices allow more convenience and effectiveness, 
they can be easily intruded by hackers, leading to data theft, and keeping an eye on 
people's private lives. The dangers are not only of drones but also related to smart cars 
and UAV bots which mostly depend on a new software program, GPS navigation, and 
made in the cloud control systems. People engaged in cybercrime, such as, i.e., hackers 
working for the state, and dishonest companies may abuse these security weaknesses 
and cause it to be unobstructed by the authorities, resulting in improper data collection, 
safety, and foreign affairs protection (Libicki, 2019). 

The hacker Part is about future hacking vulnerabilities arising from drones, the 
anticipated social risks in smart cars and UAVs, and the role of the government in 
securing consumers would be explored. The book also underlines a 2020 notorious Israeli 
hacker incident, affirming the fact that kinds of easy hacking methods can bring about 
exposure of personal and sensitive data which in turn shows the necessity of the 
regulation law (King, & Scott, 2023). 

Hacking Vulnerabilities in Drones and UAV Bots 

Those autonomous vehicles, i.e. drones, have to use GPS services to safely fly, but 
this makes them vulnerable to GPS false-location attacks. The bad guys know how to 
provoke the GPS system into believing fake locations, thus they can make the drone be 
taken away from it...Or crash. In fact, the latter is the most dangerous part since the data 
being stolen will all the time be those of military and surveillance drones. Enemy drones 
can get to use the compromised ones to get information, data, or even weaponization 
(Binns, 2021). 

Software Exploits and Backdoor Access 

Some drones come from companies that have proprietary software that can be 
loaded with hidden backdoors, which could be placed by the companies or due to 
security flaws. Hackers, then, can get into these holes, control the drone, and even get the 
visual records and other data that is stored. It gets worse when flying drones are tied to 
cloud-based services because traffic can be intercepted stealing flight records and  
location data. 

Wireless Signal Interception and Jamming 

Communications among modern drones are mainly supported by the use of Wi-
Fi, radio frequencies, and Bluetooth. Hackers might decide to utilize interception tools to 
take the drone out of the path of the commands using sneaking intrusion or even may be 
disrupting the flight. Blocking of signals through the use of jamming devices can lead to 
the loss of control of drones and in turn, may end up crashing and even pose a danger to 
people (Nye, 2021). 

Privacy Risks in Smart Vehicles and UAVs 

The innovation that consists of AI, IoT (Internet of Things), and cloud computing 
in cars, drones, and UAVs has converted them into data-gathering machines. To name 
just few, most modern vehicles and UAVs gather a wide range of user data, such as 
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location history, biometric details, voice commands, and driving/flight behavior. These 
data are usually kept on central servers that are managed by the manufacturers or third-
party service providers (Binns, 2021). 

Privacy Waivers and Consumer Consent 

Auto firms and UAV providers generally impose privacy terms in their contracts, 
which ask the customers to agree to sign the consent documents, allowing the maker to 
use and enter into their data. Needless to say, the customers might be unaccustomed to 
the fact that their data may be the matter that is being collected and this might be the 
aspect of safety deals, this might make the customers only a target for surveillance and 
data misuse  (Götz, 2020). 

Hacker Exploits in Smart Cars and UAVs 

As the connections of cars are increasing, so are the vulnerabilities of cyber-
attacks. In 2020, an Israeli hacker showed how he could access sensitive data only by 
calling a phone number. By dialing a number of the target in question, the hacker could 
extract all the information on the number such as the location, text messages, and what 
has been searched in the browser. This example even highlights the possible risks linked 
with the deployable UAVs technology which uses the same data transfer techniques 
(Brown, & Nguyen, 2022). 

Regulatory Challenges and Liability Issues 

Even with the consequences of hacking and data breaches, the driving factors 
behind security and control are mainly the manufacturers and regulatory authorities, 
rather than the end-users (drones buyers, UAV bots, and smart vehicles) are the first and 
foremost ones to be affected. The protection of consumers has serious holes in it because 
many companies are keen on technological advancements and security is not the priority 
(Cheng, & Zhang, 2021). 

Discussion 

Emerging Threats and Hybrid Warfare Tactics 

The research confirms that hybrid warfare tactics, such as data surveillance, AI-
driven decision-making, and drone strikes, are increasingly used by state and non-state 
actors to destabilize nations. The  zhenhua Data information technologh, DJI & Autel 
Robotics case is a prime example of how data manipulation and surveillance can be used 
as tools for geopolitical influence  (Johnson, & Martin, 2020). 

Impact on National Security and Privacy 

The use of AI and drones in hybrid warfare poses significant challenges to 
national security. While these technologies offer advantages in terms of efficiency and 
effectiveness, their deployment often comes at the expense of privacy and ethical 
considerations. The potential for mass surveillance and the unauthorized use of drones 
for espionage or military strikes raises critical questions about the balance between 
security and individual rights  (Flanagan, & Powell, 2023). 
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Lack of International Regulation 

The research highlights a critical gap in international regulation for AI and drone 
technologies. While some countries have begun to implement domestic laws to govern 
their use, there is a lack of coordinated global efforts to establish binding treaties or 
agreements that regulate these technologies. This lack of regulation creates a dangerous 
environment in which rogue states and non-state actors can exploit the vulnerabilities of 
existing systems (Grayson, & Lee, 2022). 

The Need for Ethical Standards 

One of the key discussions centers on the ethical use of AI and drones. The 
development of autonomous weapons systems and the use of AI in warfare raise 
important questions about accountability, decision-making, and the potential for 
unintended consequences. Ethical guidelines must be established to ensure that these 
technologies are used in a manner that aligns with international humanitarian law and 
protects civilians from harm (Duffy, & Thompson, 2020). 

Conclusion 

Countries around the world are reeling from the rise of hybrid warfare, such as 
China's use of data surveillance, AI, and drones, that pose a huge threat to global security. 
All nations, including the U.S. are exposed to these risks. The  zhenhua Data information 
technologh, DJI & Autel Roboticscase acts as a strong cautionary tale that the hybrid 
warfare tactics are already put into practice to spy, tamper with, and even destabilize the 
nations. Hence, the AI and drone industry should make security, transparency, and 
ethical compliance their main focus by setting very strict standards. Therefore, 
international laws need to be updated to cope with the hybrid warfare threat more 
effectively and to ensure that states are able to resist such hidden actions aimed at 
endangering their sovereignty. It is only through common effort and regulation that we 
can secure the future of warfare. 

For drone technology and inter-connected smart systems to have a secure future, 
manufacturers, regulatory authorities, and policymakers will necessarily work on the 
common goal of setting industry-wide security standards, enforcing strict data 
protection laws, and safeguarding consumers against cyber threats. Employing these 
methods, we can not only curb illegal exploitation of drone technology, but we can also 
establish a safer environment that protects the public's privacy. 

The quick develop of drone technology has show the need for harder laws to 
protect privacy, security and public safety. Enhancements of privacy should be achieved 
through the enforcement of strict legal regulations and the use of technology safeguards 
such as encryption and consent mechanisms. At the same time, the drone manufacturers 
have to set up global standards for the improvement of the safety and security of the 
autonomous aerial vehicles. Moreover, in the context of the national security the above 
must include an increased supervision of foreign-made drones in their operations and 
transparency. By following these measures, governing bodies, producers, as well as, 
international regulatory authorities themselves can come together for drones that are 
used in a responsible, safe, and ethical manner and consequently, benefit society as a 
whole. 
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Recommendations 

Based on the findings of this research, the following recommendations are 
proposed: 

 Governments and international bodies should work together to create binding 

international standards and regulations for the use of AI and drones in warfare. These 

standards should address issues such as data privacy, surveillance, accountability, and 

ethical deployment. 

 Countries should implement stricter data protection laws to prevent the unauthorized 

collection and use of personal data. This includes ensuring that AI systems and drones 

are subject to robust privacy protections and that consumers are informed about how 

their data is being used. 

 Greater transparency is needed in the development and deployment of AI and drone 

technologies. Governments should establish independent oversight bodies to monitor 

the use of these technologies, ensuring that they are used responsibly and ethically. 

 Hybrid warfare is a global issue that requires international collaboration. Countries 

must work together to develop global treaties or agreements that address the risks 

posed by AI and drones, ensuring that these technologies are used to enhance security 

rather than undermine it. 

 Governments and organizations should invest in public awareness campaigns to 

educate citizens about the risks and benefits of AI and drones. This will help to foster 

a better understanding of these technologies and encourage responsible usage.  
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